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Experimental  and  numerical  investigation  of  groundwater  head  losses  on
and nearby short intersections between disc-shaped fractures
Ci-xiao Qu1, Ming-yu Wang1*, Peng Wang1

1 College of Resources and Environment, University of Chinese Academy of Sciences, Beijing 100049, China.

Abstract: Discrete  fracture  models  are  used  for  investigating  precise  processes  of  groundwater  flow  in
fractured  rocks,  while  a  disc-shaped  parallel-plates  model  for  a  single  fracture  is  more  reasonable  and
efficient  for  computational  treatments.  The flow velocity has a  large spatial  differentiation which is  more
likely  to  produce  non-linear  flow  and  additional  head  losses  on  and  nearby  intersections  in  such  shaped
fractures,  therefore  it  is  necessary  to  understand  and  quantify  them.  In  this  study,  both  laboratory
experiments and numerical simulations were performed to investigate the total head loss on and nearby the
intersections  as  well  as  the  local  head  loss  exactly  on  the  intersections,  which  were  not  usually  paid
sufficient attention or even ignored. The investigation results show that these two losses account for 29.17%-
84.97% and 0-73.57% of  the  entire  total  head loss  in  a  fracture,  respectively.  As a  result,  they should be
necessarily considered for groundwater modeling in fractured rocks. Furthermore, both head losses become
larger  when  aperture  and  flow  rate  increase  and  intersection  length  decreases.  Particularly,  the  ratios  of
these two head losses to the entire total head loss in a fracture could be well statistically explained by power
regression equations with variables of aperture, intersection length, and flow rates, both of which achieved
high coefficients of determination. It could be feasible through this type of study to provide a way on how
to adjust the groundwater head from those obtained by numerical simulations based on the traditional linear
flow  model.  Finally,  it  is  practicable  and  effective  to  implement  the  investigation  approach  combining
laboratory  experiments  with  numerical  simulations  for  quantifying  the  head  losses  on  and  nearby  the
intersections between disc-shaped fractures.
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Introduction

Fractures  usually  serve  as  preferential  conduits
(Pruess,  1998; Su et  al.  2001; Borgne et  al.  2006;
Reza et al. 2018) for fluid flow and solute transport
compared with the matrix of relatively low permea-
bility.  Generally,  discrete  fracture  models  (Dvers-
torp  et  al.  1992; Cacas,  1990; Wang  et  al.  2002;
Hartley  and Roberts,  2013; Lei  et  al.  2017; Wang
et al. 2020) are used to investigate the mechanisms
and  characteristics  of  groundwater  flow  and  tran-

sport,  especially  in  laboratory  experiments  and
numerical simulations. The flow velocity in a frac-
ture  is  relatively  high  and  it  presents  with  a  large
spatial  differentiation on the fracture plane,  which
is  more  likely  to  produce  non-linear  flow  and
additional head losses on both contacts and intersec-
tions  in  fractures  that  are  usually  ignored.  The
previous  studies  usually  conceptualized  a  fracture
as rectangular parallel plates or a 1-D pipe (Wilson
and  Witherspoon,  1976; Witherspoon  et  al.  1980;
Kolditz,  2001; Zimmerman  et  al.  2004; Hu  YJ  et
al. 2005; Johnson J et al. 2006; Zhang et al. 2013),
which  did  not  focus  on  the  difference  of  the
velocity  distribution  on  the  entire  fracture  plane.
However, such velocity distribution, which may be
related with the fracture shape and the intersection
length,  results  in  dominant  flow  area  and  local
strong turbulence area where there  are  often addi-
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tional head losses.
For  either  laboratory  experiments  or  numerical

simulations, it is firstly needed to conceptualize the
fracture  as  a  reasonable  geometric  shape.  For  a
tensile  natural  fracture  in  an  isotropic  and  homo-
geneous rock, its shape or at least its initial shape,
tends  to  be  irregular  circle  or  ellipse  (Jing,  2007).
The  circle  shape  might  be  quickly  deformed  into
irregular  shapes  (like  polygons)  by  successive
tectonic  movements.  As  a  result,  a  few  scholars
applied  the  polygon  models  in  their  researches
(Dershowitz  et  al.  1988; Koudina  et  al.  1998;
Tuckwell  et  al.  2003).  However,  the  irregular
shapes are difficult  for computational idealization.
Therefore, many researchers (Pollard, 1976; Baec-
her  and Lanney,  1978; Long et  al.  1985; Wang et
al. 2002; Vu et al. 2018; Guo et al. 2020) preferred
to  adopt  the  round  or  elliptic  fracture  models  not
only  because  these  models  are  tractable  but  also
some investigations showed that some flow or rock
mechanical  properties  originally  developed  from
disc-shaped  fractures  remain  valid  for  arbitrary
fracture  shapes  (Grechka,  2006).  It  is  commonly
agreed that a fracture would be cut by many other
adjacent  fractures  in  a  fracture  network,  either
circle,  ellipse  or  polygons  could  present  similar
geometrical features and fluid flow behaviors (such
as velocity spatial differentiation). To facilitate the
calculation of geometric parameters, the disc-shape
was  taken  for  investigating  the  different  types  of
groundwater  head  losses  through  laboratory
experiments and numerical analysis in this paper.

The estimation of non-linear head losses especi-
ally  the  local  head  losses  on  the  fracture  intersec-
tions needs to be further clarified. Indeed, the ground-
water  hydraulic  data  sometimes  could  be  repro-
duced by certain professional numerical simulation
packages  which  are  based  on  linear  laminar  flow
hypothesis  when  the  flow  rate  is  relatively  low.
Those  modeling  packages  include,  for  examples,
Hydrogeosphere  (HGS),  Groundwater  Modeling
System  (GMS),  and  Transport  of  Unsaturated
Groundwater  and  Heat  (TOUGH).  Some  other
numerical software for performing non-linear fluid-
dynamic calculations such as Computational Fluid
Dynamics  (CFD)  and  Ansys  Fluent  (Petchsingto
and  Karpyn,  2009; Liu  et  al.  2016; Gong  et  al.
2020; Xiong  et  al.  2020)  could  not  compute
groundwater  flow and solute  transport  in  complex
subsurface  media  (like  dual  media  coupling)  with
sophisticated  hydrogeological  boundary  condi-
tions.  Only  very  few  numerical  simulation  packa-
ges such as COMSOL could be applied to perform
the  non-linear  processes  along the  flow path  (Cao
et  al.  2019),  however,  it  is  a  heavy  burden  for

personal  computer  even  workstation  to  model  a
turbulent  transient  flow  in  a  complex  discrete
fracture network.

In  fact,  if  there  are  simplified  statistical  models
which  could  reasonably  describe  the  relationships
of  the  additional  head  loss  produced  on  some
crucial  positions  in  a  fracture  with  its  primary
pertaining parameters, it will be more efficient and
feasible for most researchers to carry out practical
work.  These  statistical  relationships  could  also  be
used  to  improve  the  existing  linear  flow  simula-
tions in a more precise and efficient way. Further-
more,  it  can  also  be  applied  to  the  dimensionality
reduction  algorithms  (Wang  et  al.  2002)  for
simplified  conceptualization  of  discrete  fracture
network.  Wang  et  al.  (2002)  conceptualized  a
fracture plane to several connected 1-D pipes, and
assigned the equivalent parameters to the segments
or  on  the  nodes  to  comprehensively  represent  the
spatial  differences of pertaining parameters on the
plane. This method could be extended to non-linear
regime  by  assigning  equivalent  additional  head
losses derived from the statistical models to nodes
at pipe ends based on an appropriate algorithm.

In  this  study,  both  laboratory  experiments  and
numerical  simulations  were  performed  to  investi-
gate additional head losses including the total head
loss on and nearby the intersections between disc-
shaped  fractures  as  well  as  the  local  head  loss
exactly  on  the  intersections,  which  were  not
usually paid sufficient attention or even ignored. It
should  be  pointed  out  that  the  shorter  intersection
lengths  were  particularly  considered  in  this  study
in  which  the  discrepancy  of  the  velocity  distri-
bution would be more obvious in a whole fracture
disk to make the additional head losses more mean-
ingful. 

1  The  laboratory  experiment  design
and the numerical simulation model

 

1.1 Setup and design for the laboratory
experiments

In this  study,  a  disc-shaped setup made up of  two
smooth  parallel  plexiglass  plates  was  applied  to
simulate  a  single  disc-shaped  fracture,  and  two
symmetrical water tanks connected to the ‘fracture’
were used to control the inflow and outflow boun-
dary  conditions  (Fig.  1).  The  intersecting  cross-
section between the ‘fracture’ and two water tanks
are  defined  as  the  inlet  and  outlet,  respectively.
The length of  intersections (L)  can be adjusted by
blocking  with  plugs  of  different  sizes.  The  dia-
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meter  of  this  disc-shaped  fracture  is  50  cm  and
there  are  two  piezometer  pipes  on  the  midline,  4
cm  away  from  the  inlet  and  outlet,  respectively.
Besides,  the  distance  between  the  two  parallel
plates  (called  as  aperture b)  could  be  changed
flexibly  by  putting  different  gaskets  into  the  gap
between the two parallel  planes to create different
aperture scenarios.

Hin_exp Hout_exp

∆Hp1−2_exp = Hp1_exp−Hp2_exp

Each  hydrodynamic  experiment  was  performed
in  a  steady  state  with  a  constant  flow  rate  (Q)
implemented  by  a  peristaltic  pump  (LeadFluid,
Model JP300S, China). The observed heads in two
tanks (  and ) were regarded as the total
heads,  because  the  velocity  head  in  tank  is  of
smaller  orders  of  magnitude  compared  with  the
total head so it can be ignored. Moreover, the total
head  loss  ( )  is  approxi-
mately equal to the head loss between the two head
values measured through the two piezometer pipes
as the flow rates at these two positions are similar.

When  2  different  apertures  (b (cm)  =  0.152,
0.215) and 4 different intersection lengths (L (cm)
=  10,  8,  6,  4)  were  considered,  the  physical
laboratory setup would be adjusted into 8 structure
states. In each structure state, the flow experiments
were  conducted  with  5  different  flow  rates  while
the  water  temperature  remained  from  22℃ to

23℃.  Totally,  40  different  scenarios  were  estab-
lished in this study. 

1.2 Numerical  simulation  package  and
model setup

The  HydroGeoSphere  (HGS)  modeling  package,
developed  by  Edward  Sudicky  et  al.  from  the
University  of  Waterloo,  was  used  to  simulate  the
fluid  flow  within  a  fracture  by  using  the  discrete
fracture  module.  In  HGS,  linear  flow  equation
(Bear,  1972)  was  used  in  the  fractured  domain
assuming the fractures are non-deformable and the
fluid  is  incompressible.  As  a  result,  it  is  assumed
that  the  linear  flow  condition  presents  without
considering the turbulence and the local head loss.
The controlling equations are given as follows:

qf = −Kf · krf∇ (ψf + zf) (1)

Kf =
ρgb2

12µ
(2)

qf

∇
Kf

krf

Where:  is fluid flow rate [LT−1] in a fracture;
 is the two-dimensional gradient operator defined

on the fracture plane;  is the saturated hydraulic
conductivity of a fracture [LT−1];  is  the relative
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Fig. 1 The physical laboratory setup of disc-shaped fracture
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ψf

zf

ρ

g
b

permeability  of  the  fracture  [dimensionless]; 
and  are  the  pressure  and  the  elevation  heads,
respectively,  within  the  fracture  [L];  is  the
density  of  water  [ML−3];  is  the  gravitational
acceleration [LT−2];  is the aperture of fracture [L]
and μ is the viscosity of water [ML−1T−1].

The numerical  fracture flow models  (Fig.  2),  in
which  the  corresponding  parameter  values  taken
from  the  experimental  scenarios  were  assigned  to
b, μ,  and  so  on  (Table  1),  were  built  with  HGS.
Additionally,  the  modelling  domain  was  discre-
tized  with  grid  size  of  0.2  cm  in  both  x  and  y
directions.  In  these  numerical  models,  the  matrix
was  set  to  be  impermeable  and  the  fluid  only
flowed within the fractured domain in a stead state.
The inlet and outlet were defined as specified flux
boundaries  and  a  constant  head  boundary  was
placed at the cell where observation point of piezo-
meter_1 was located.
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Fig. 2 The numerical  representation  of  a  disc-shaped
fracture in HGS
  

2  Experimental and numerical simula-
tion results along with analysis and
discussion

In  general,  the  head  loss,  which  occurs  along  a

flow  path  and  is  correlated  to  the  path  length,  is
defined  as  major  head  loss  (frictional  head  loss),
and  the  friction  factors  controlling  the  flow status
from  laminar  to  turbulent  regime  is  usually  obta-
ined from the Moody Chart (Moody and Princeton
1944; Kemler,  1933; Hunter,  1946).  Minor  head
loss (local head loss) occurs due to bends, elbows,
joints, valves, etc.

H f = f
L
D

v2

2g
(Ma jor head loss) (3)

H f = k
v2

2g
(Minor head loss) (4)

H f f
L

D v
g

k

Where:  is  the  frictional  head  loss  [L];  is
the friction factor  [dimensionless];  is  the length
of pipe [L];  is the diameter of pipe [L];  is the
fluid  velocity  [LT−1];  is  the  gravitational  acce-
leration [LT−2] and  is the loss coefficient [dimen-
sionless].

∆Hl

∆Hn

∆Hl ∆Hn

∆Hi

∆Hl ∆Hn

∆Hi

It  should  be  noted  that  those  equations  are
derived from pipe flow. In order to further explore
the  head  losses  in  fracture  network,  the  new
definitions  of  the  head  losses  in  fractures,  which
are different from the their traditional classification
mentioned above are given as follows: (1) the head
loss  occurs in the linear laminar flow along the
flow path, which could be obtained from numerical
simulations;  (2)  the  head  loss  occurs  in  non-
linear  flow  along  the  flow  path  representing  the
non-linear part, and the sum of  and  is the
traditional  frictional  head  loss;  (3)  the  local  head
loss  occurs  on  the  intersections  of  the
fractures.  Compared with the linear loss , 
and  cause  the  non-linear  losses  together,  so
these two parts could be defined as additional head
loss. The schematic diagram of these three losses is
shown in Fig. 3. 

2.1 Total  head  losses  occurred  on  and
nearby the intersections

Based  on  the  experimental  design,  a  number  of
flow  experiments  were  conducted,  from  which

Table 1 The parameters assigned in the corresponding numerical models

Parameters Units Values

Boundary (flow in and flow out) Length (L) cm 10, 8, 6, 4 corresponding with each experiment

Specified flux (Q) cm3/s corresponding with each experiment
Aperture (b) cm 0.215, 0.125 corresponding with each experiment

ρ)Reference fluid density ( kg/cm3 9.98E-4
Reference fluid viscosity (μ) kg/(cm·s) 9.53E-6

gAcceleration due to gravity ( ) cm/s2 9.81E+2
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Hin_exp Hout_exp Hp1_exp Hp2_exp

∆Hin−out_exp

∆Hs_exp

∆Hin−out_exp ∆Hp1−2_exp

, ,  and  were recorded. It
should be noted that  represents the total
head  loss  within  the  whole  setup  in  each  flow
experiment.  is  the  difference  between

 and ,  representing  the  total
head loss within the two regions , i.e. from the inlet
to  piezometer  pipe_1 and from piezometer  pipe_2
to the outlet, both are about one sixth of total flow
path.

∇Hin−out_exp ∇H p1−2_exp

∇Htotal

∇Hin−out_exp

Fig.  4 shows  the  relationships  between  the
hydraulic  gradient  (  and )  and
the  flow  rates  (Q)  in  different  experimental
scenarios.  It  can  be  seen  that  the  nonlinear  rela-
tionship  between  and Q becomes  more
obvious with the increase of b and the decrease of
L,  especially  for Q ~ ,  which  indicates
that additional losses would have occurred.

∆Hs_exp

∆Hin−out_exp

From Table 2 and Fig. 5, it is interesting to note
that  may  account  for  a  very  large  propor-
tion  of  (29.17% -  84.97%)  although  it
was  produced  within  a  rather  short  segment
compared  with  the  whole  flow  path  covering  a
small seepage area.

With  the  increase  of b and Q,  and  the  decrease
of L,  this  proportion  consistently  presents  an
increasing trend. After attempting several  possible

functions  types  (e.g.  linear,  exponential,  logari-
thmic,  polynomial,  power  function,  etc.),  it  was
found that the product of power function is the best
fit. By conducting the nonlinear regression analysis
of  this  proportion  with  those  three  impact  varia-
bles, the power function in Equation (5) was obtained
with  a  rather  high  coefficient  of  determination
equal to 0.958. This indicates that the shrinkage of
the  flow  path  caused  by  the  specific  geometric
shapes  (disc,  ellipse  or  polygon),  the  intersections
between  fractures,  and  a  relatively  high  flow
velocity will produce more head losses when fluids
flow  through  fractures  and  these  losses  cannot  be
studied  by  the  rectangular  parallel  plate  experi-
ments.

∆Hs_exp

∆Hin−out_exp
% = 1.275

b0.614Q0.309

L0.589
R2 = 0.958 (5)

 

2.2 Local  head  losses  occurred  on  the
fracture intersections

∆Hs_expTo explore the composition of ,  the numer-
ical simulation approach and an estimation method
are  applied  together  in  the  following  study.  In
order  to  avoid  the  strong  disturbance  in  the  cons-
triction area near the edge of the disc, the piezom-
eter  was  placed  a  certain  distance  (4  cm  in  this
experiment) away from the intersection. As a result,
under this circumstance, the validity and credibility
of  the  numerical  modelling  were  first  verified  by
comparing  the  observed  experimental  and  simula-
ted  numerical  results  of  the  head  losses  between
two  piezometers  for  a  few  investigation  scenarios
with  lower  average  flow  velocity.  As  mentioned,
totally  40  numerical  models  based  on  the  same
hydraulic conditions as the experimental scenarios
were  established.  Through  numerical  simulations,
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Fig. 3 The schematic diagram of three losses ( , 
and ) defined in this paper
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∇Hin−out_exp ∇Hp1−2_expFig. 4 The  relationships  between  the  hydraulic  gradient  (  and )  and  the  flow  rate  (Q)  in
different experimental scenarios
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∆Hi_der

the linear head loss within a fracture in each experi-
mental  scenario  was  identified.  Finally,  the  addit-
ional local head loss ( ) caused on the intersec-
tions between the fractures was estimated by inte-
grating  the  experimental  results  using  following
Equations (6) and (7).

∆Hin−out_der =
∆Hin−out_num

∆Hp1−2_num
×∆Hp1−2_exp (6)

∆Hi_der = ∆Hin−out_exp−∆Hin−out_der (7)

∆Hin−out_num

∆Hp1−2_num

∆Hin−out_der

∆Hp1−2_exp

∆Hp1−2_num

∆Hin−out_num

∆Hl

Where:  represents  the  linear  head
loss  between  the  inlet  and  the  outlet  obtained  by
numerical  simulation;  represents  the
linear  head  loss  between  two  piezometers,  achi-
eved  also  though  numerical  simulations.  Additio-
nally,  represents  the  extrapolated  total
head  loss  from  by  estimation  according
to the proportional relationship between 
and .  It  primarily  consists  of  the  linear
head  loss  ( )  and  the  additional  head  loss  on

∆Hin−out_exp ∆Hp1−2_exp ∆Hs_exp ∆Hin−out_expTable 2 The experimental results of  and  along with the percentage of  to 

b=0.152 cm b=0.215 cm

Q
(cm3/s)

∆Hin−out_exp

(cm)

∆Hp1−2_exp

(cm)

∆Hs_exp

∆Hin−out_exp

(-)

Q
(cm3/s)

∆Hin−out_exp

(cm)

∆Hp1−2_exp

(cm)

∆Hs_exp

∆Hin−out_exp

(-)

L=10 cm 14.41 0.48 0.34 29.17% 35.34 0.45 0.29 35.56%

26.53 0.95 0.65 31.58% 43.55 0.60 0.35 41.67%

35.54 1.35 0.88 34.81% 54.91 0.88 0.48 45.45%

42.88 1.72 1.10 36.05% 69.03 1.22 0.66 45.90%

70.97 3.38 1.89 44.08% 75.28 1.48 0.71 52.03%

L=8 cm 14.53 0.47 0.35 25.53% 35.28 0.49 0.30 38.78%

26.54 0.97 0.66 31.96% 43.57 0.68 0.38 44.12%

35.68 1.36 0.89 34.56% 54.70 0.97 0.48 50.52%

43.51 1.77 1.08 38.98% 68.48 1.36 0.66 51.47%

71.83 3.40 1.87 45.00% 75.06 1.58 0.67 57.59%

L=6 cm 14.61 0.54 0.35 35.19% 35.58 0.55 0.28 49.09%

26.30 1.04 0.65 37.50% 43.10 0.71 0.36 49.30%

35.68 1.49 0.88 40.94% 55.17 1.08 0.47 56.48%

43.43 1.89 1.07 43.39% 68.55 1.48 0.57 61.49%

71.66 3.60 1.83 49.17% 75.78 1.75 0.62 64.57%

L=4 cm 14.61 0.59 0.36 38.98% 35.25 0.97 0.29 70.10%

26.51 1.22 0.66 45.90% 42.94 1.31 0.31 76.34%

35.57 1.81 0.86 52.49% 55.76 2.00 0.41 79.50%

42.94 2.37 1.05 55.70% 69.71 2.92 0.53 81.85%

71.07 4.86 1.74 64.20% 74.82 3.46 0.52 84.97%
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∆Hn

∆Hn

∆Hi_der

fracture plane ( ) which has already considered
the  effects  caused  by  the  dominant  flow  area.
However,  this  value  may  be  underestimated,
because  the  close  to  the  intersections  should
be  larger  than  the  extrapolated  one  based  on  the
linear  estimation  due  to  a  relatively  high  velocity
in this shrink area. Therefore, the derived value of

 would  be  a  conservative  estimation  or  an
upper  bound  of  the  additional  local  head  loss
caused on the intersections between the fractures.

∆Hin−out_der

∆Hi_der

∆Hin−out_exp

According  to  the  above  procedure  and  method,

the derivate results of  and for

the  40  experiments were calculated  and  listed  in
the following table (Table 3).

∆Hp1−2_num ∆Hp1−2__exp

∆Hp1−2_exp

∆Hp1−2_num

By  comparing Table  2 with Table  3,  it  can  be
seen  that  the  values  of  and 
are  very  similar,  while  minor  difference  could  be
observed.  The  numerical  simulation  results  are
often smaller than the observed experimental ones,
particularly  for  the  cases  with  larger  intersection
lengths,  and  the  difference  between  and

 would  become  larger  with  the  increase
of the flow rate. That is because the dominant flow
area becomes lager and most of the fracture plane
is involved in fluid flow when intersection is large

∆Hn(Fig.  6).  In  this  situation  would  be  the  main
additional  head  loss  and  it  increases  with  the
increase in fluid velocity.

∆Hi_der

∆Hin−out_exp

∆Hi

From Fig. 7, it can be seen that the percentage of

 increases  with  both  apertures  and  flow

rates, while decreases with intersection lengths. In
this  study,  the  percentage  value  ranges  from  0  to
73.57%,  which  indicates  that  the  local  head  loss
caused  by  the  intersection  varies  greatly  in  diffe-
rent situations so that it is necessary to consider the
impacts  of  fracture  intersection  in  field  investiga-
tions.  For  example,  when  performing  pumping
tests in fractured rocks, the  on the intersection
between  the  fractures  should  be  given  special
attention  as  this  additional  loss  might  be  very
large.

Likewise,  the  following  non-linear  regression
equation  of  power  function  is  the  best  fit  compa-
ring with several other possible function types such
as  linear,  exponential,  logarithmic,  polynomial,
and  power  functions.  Equation  (8)  quantitatively
describes  the  statistical  relationship  between  that
percentage  and  those  controlling  variables.  The
goodness  of  fit  corresponding  to  the  regression
equation is as high as 0.934.

∆Hin−out_der ∆Hi_der ∆Hin−out_expTable 3 The derivate results of  and the ratios of  to 

b=0.152 cm b=0.215 cm

Q
(cm3/s)

∆Hin−out_num

∆Hp1−2_num

(-)

∆Hin−out_der

(cm)

∆Hi_der

∆Hin−out_exp

(-)

Q
(cm3/s)

∆Hin−out_num

∆Hp1−2_num

(-)

∆Hin−out_der

(cm)

∆Hi_der

∆Hin−out_exp

(-)

L=10 cm 14.41 1.46 0.49 0.00% 35.34 1.46 0.42 6.23%

26.53 1.46 0.95 0.44% 43.55 1.46 0.52 15.12%

35.54 1.46 1.28 5.15% 54.91 1.46 0.69 20.63%

42.88 1.46 1.60 6.94% 69.03 1.46 0.97 21.28%

70.97 1.46 2.74 18.65% 75.28 1.46 1.04 30.20%

L=8 cm 14.53 1.52 0.54 0.00% 35.28 1.52 0.47 6.96%

26.54 1.52 1.00 0.00% 43.57 1.52 0.58 15.08%

35.68 1.52 1.36 0.55% 54.70 1.52 0.72 24.81%

43.51 1.52 1.65 7.27% 68.48 1.52 1.01 26.25%

71.83 1.52 2.84 16.42% 75.06 1.52 1.03 35.56%

L=6 cm 14.61 1.61 0.57 0.00% 35.58 1.61 0.46 17.90%

26.30 1.61 1.05 0.00% 43.10 1.61 0.57 18.23%

35.68 1.61 1.41 4.76% 55.17 1.61 0.76 29.82%

43.43 1.61 1.73 8.70% 68.55 1.61 0.92 37.90%

71.66 1.61 2.96 18.02% 75.78 1.61 1.01 42.87%

L=4 cm 14.61 1.76 0.63 0.00% 35.25 1.76 0.52 47.42%

26.51 1.76 1.16 4.85% 42.94 1.76 0.54 58.38%

35.57 1.76 1.51 16.44% 55.76 1.76 0.73 63.95%

42.94 1.76 1.85 22.09% 69.71 1.76 0.94 68.08%

71.07 1.76 3.06 37.05% 74.82 1.76 0.91 73.57%
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∆Hi_der

∆Hin−out_exp
% = 3.457

b2.456Q0.981

L1.395
R2 = 0.934 (8)

 

2.3 Implications

∆Hn ∆Hi

Studying  the  statistical  relationships  between  the
additional  losses  (  and )  and  their  contro-
lling  variables  could  provide  a  simplified  method
for  correcting  the  traditional  numerical  models
based on linear flow governing equations. The two
regression equations presented above were obtained
under the specific conditions of the experiments in
this  study,  while  the  expressions  including  the
exponents of the variables should vary if the experi-
mental features change such as the diameter of the
disc-shaped  fracture  and  locations  of  intersection
lines  for  the  flow  inlet  and  outlet  in  a  fracture.
However, the regression model type and the chan-
ging  trend  of  these  two  percentages  with  their
controlling  variables  are  expected  to  be  similar  to
those  obtained  in  this  investigation.  Indeed,  the
research  process  and method applied  in  this  study
can  be  summarized  as  a  general  approach  which

could  be  implemented  in  the  same  kind  of  head
loss  investigations  when  addressing  different
features  of  the  disc-shaped  fracture  such  as  the
diameter  of  the  disc-shaped  fracture  and  locations
of intersection lines for the flow inlet and outlet.

In  the  general  approach,  specifically,  the  first
step  is  to  set  up  a  physical  fracture  flow  model.
The second step is to obtain the total head loss on
the  intersections  and  their  vicinity  through  the
laboratory  experiments.  Third,  the  corresponding
numerical models should then be established. Fou-
rth, by integrating the numerical simulation results,
a  conservative  estimation  or  upper  bound  of  the
additional local head loss occurred on the intersec-
tions  can  be  determined.  Finally,  the  appropriate
regression  models  can  be  further  established  be-
tween  these  losses  and  their  controlling  factors  to
quantitively describe their statistical relationships. 

3  Conclusions

In  this  paper,  a  disc-shaped  fracture  model  was
adopted to investigate total head losses occurred on
and nearby the  intersections  and local  head  losses
occurred  on  the  intersections  using  experimental
and numerical methods. Compared with the rectan-
gular  parallel  plates  model,  the  velocity  distribu-
tion  in  this  disc-shaped  fracture  is  more  compli-
cated. The following primary conclusions could be
drawn based on this investigation.

∆Hs_exp

∆Hin−out_exp

(
∆Hs_exp

∆Hin−out_exp
%

)

(1) The total head loss ( ) produced on and
nearby  the  intersections  between  the  disc-shaped
fractures  accounts  for  29.17% -  84.97% of  the
entire  total  head  loss  ( )  in  a  fracture,
indicating that a rather large proportion of the total
head  loss  could  occur  over  a  small  part  of  the
whole  flow  area  in  a  disc-shaped  fracture.  More-

over,  this  proportion  or  percentage 

consistently  presents an increasing  trend  with  the
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Fig. 6 The  strong  turbulent  area  and  dominant  flow
area in a disc-shaped fracture
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increase  of b and Q,  and  the  decrease  of L.
Specifically,  this  proportion  can  be  statistically
described by a power function with the variables b,
L,  and Q ,  from  which  a  high  coefficient  of
determination was achieved

∆Hi

∆Hi_der

∆Hi_der ∆Hin−out_exp

(2) The additional local head loss represented by
,  occurred  on  the  intersections  between  frac-

tures,  was  investigated  by  implementing  both  the
laboratory experiments and numerical simulations.
The results showed that the  increases when
the  aperture  and  the  flow  rate  increase  and
decreases with the intersection length. In addition,
the percentage of  to  ranges from
0  to  73.57%.  Moreover,  this  percentage  could  be
statistically explained by a power function with the
pertaining  variables b, L,  and Q and  a  high
coefficient  of  determination  was  achieved.  This
investigation reveals that the additional head losses
on  intersections  between  fractures  vary  greatly  in
different  flow  situations,  so  that  they  should  be
necessarily  considered  for  groundwater  modeling
in fractured rocks.

(3)  This  study  puts  forward  a  general  approach
for  investigating  head  losses  on  and  nearby  the
intersections between disc-shaped fractures, which
can  be  implemented  in  other  similar  researches
with different conditions such as different fracture
geometrical  parameters.  This kind of investigation
may  provide  a “ bridge”  to  adjust  or  correct  head
losses  computed  from  application  of  linear  flow
model  while  non-linear  flow  exists  in  a  disc-
shipped fracture. 
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Appendix A

The components and classification of each head
loss mentioned in this paper 
 

Major loss Minor loss
∆Hl ∆Hn ∆Hi

∆Hin−out_exp √ √ √
∆Hp1−2_exp √ √
∆Hs_exp √ √ √
∆Hin−out_der √ √
∆Hi_der √
∆Hin−out_num √
∆Hp1−2_num √

The explanation list  of  each head loss  in  this
paper:
∆Hl:  the  head  loss  in  linear  laminar  flow along

the flow path.
∆Hn

∆Hl ∆Hn

:  the head loss  in  non-linear  flow along the
flow  path,  which  represents  the  non-linear  part.
The  sum  of  and  is  the  traditional  fric-
tional head loss.
∆Hi:  the  local  head  loss  on  the  intersections  of

the fractures.
∆Hp1−2_exp:  the  total  head  loss  between  two

piezometers in the experiments.
∆Hin−out_exp:  the  total  head  loss  between  two

intersections (inlet and outlet) in the experiments.
∆Hs_exp

∆Hin−out_exp ∆Hp1−2_exp

:  the  total  head  loss  on  and  nearby  the
intersections  in  the  experiments  which  is  equal  to
the difference between  and .
∆Hin−out_num:  the  linear  laminar  head  loss  within

two intersections (inlet and outlet) which obtained
from numerical simulations.
∆Hp1−2_num:  the  linear  laminar  head  loss  within

two  piezometers  which  obtained  from  numerical
simulations.
∆Hin−out_der

∆Hl ∆Hn

:  the  derived  total  frictional  head  loss
within  two  intersections  which  contains  two  parts
of  and .
∆Hi_der :  the  derived  local  head  loss  exactly  on

the intersections.
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